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Atomistic simulations of the effect of Coulombic interactions on carrier fluctuations
in doped silicon
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Carrier distributions associated with point charges in silicon are calculated via the quantum perturbation
method and used to determine Coulombic interactions between charged defects in the presence of carrier
screening. The resulting interactions are used in kinetic lattice Monte Carlo simulations of defect-mediated
diffusion to study dopant redistribution and associated variations in carrier concentration. Over a broad range
of doping concentrations, Coulombic repulsion between like dopants leads to ordering, resulting in a more
uniform electrical potential distributiofand therefore reduced threshold voltage variadia@mmpared with
random doping, the standard condition assumed in previous doping fluctuation analyses.
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Fluctuations in carrier density associated with discreteand the system time is advanced by the inverse of the sum of
dopant atoms have been identified as a critical issue in corthe rates. By only considering transitioiand not lattice
trolling threshold voltage \(;;,) in nanoscale metal-oxide- Vibrationg associated with defects and impurities present in
semiconductor field-effect transistotdlOSFET'9.1® To  the system, the KLMC method overcomes the time-scale
date, analysis of this phenomenon has largely assumed théiits associated with molecular dynamics to consider mac-
the dopants are distributed randomly within the activer0SCOpic system and processing time scales. _
region?~® However, interactions between dopants during de- _AS & result of the pointlike nature of charges associated
vice fabrication can lead to correlations in dopant locationsith ionized dopants and statistical variations in local doping

modifying the resultingv,, variations. One source of these JeNSity. the electrical potential varies within the system
correlations is the Coulombic interactions between ionized€VEn for a region which is nominally homogenephese

dopants, screened by nearby free carriers. In this paper, W riations affect the dopant redistribution in two key ways:

examine the effect of these interactions on variations in elec. ionized dopant atoms as well as charged point defects

trical potential within doped regions via kinetic lattice Monte experignce elgctrical fields QUe o th? spatial variat?on in the
Carlo (KLMC) simulation§~** which simultaneously solve potential and(i) the population of point defects, which me-

for free carrier distributions and include the effect of associ-d'ate dopant diffusion, depends on the local potential level.

ated potential variations on the diffusion of charged dopant;— radlt_lonally, th? free carrier concentrations and assoma_ted
and point defects. electrical potential have been calculated from dopant profiles

To study doping fluctuations, a tool must first be capableUSIng the charge neutrality assumption. However, at the

of tracking dopant locations within the system. Traditionalatomic scale dopant atoms are discrete and nearly point like,

continuum simulators lack such capability since they focu and thus dopant concentration is no longer a valid measure.
on macroscopic-level averagésg., dopant concentrations ®lo obtain free carrier concentrations, we are forced to solve
within the system without giving any information on loca- the Poisson equation in the presence of discrete point

tions of individual atoms. Kinetic lattice Monte Carlo simu- Cha':'rc?i?éan define the problem. we consider a svstem with
lations, on the other hand, are well suited to this task. The y P ’ Y

KLMC simulations utilized in this work operate on a silicon 2elr?fr2|tli¥) #nﬁgrr;;if;%riﬁg? (;arnrgéilreatlzittro?notrhgoIrkec?onr; an
(diamond lattice structure with impurities and point defects ) . 9 y gron,
mapped to lattice sites}! The system evolves through tran- equal but oppositely charged dopadonor or acceptorcon-
sitions from one atomic configuration to the next, by virtuecﬁzggt'i?] To'iha;sg 2tsesrlrjlmv(\?i(tjﬁ ?hgalroc;];ti(\:(gaergaetisvé)s Ctﬂgp (lentro—
of point defect migration and reactions. The rates of thes«% y P 9 9

transitions are determined by the migration barriers com- eld at the origin(point like) and the other mobile, negative

: : : : ; positive) charge released in the system. The challenge is
bined with changes in system energy associated with transEhen to solve the redistribution of mobile charges in the

tions: neighborhood of the point charge at the origin under consid-
_ _ eration of the background carrier screening.
En Ei—E; ; . ;
V=1, €X e 1 There exists a classical solution to the problem, best
0 kgT 2kgT | @ ini i
B B known in its potential form as the screened Coulomb poten-

whereE,, is the unbiased migration barri&t; andE; are the tial. The classical gpproach_ appl_les .Boltzmann statistics and
assumes the validity of linearization of the Boltzmann

system energies before and after the transition, Bilthe 1o . o
system temperature. The system energies are calculat 81uat|on1. The induced charge dlstrlputlon has the same
rm as the screened Coulomb potential,

based on the atomic arrangements of impurities and defects,

with parameters fromab initio calculations and/or experi- —e r
mental observations. At each simulation step, one transition p(r)= 5 ex;{ - —1, (2
is chosen from the possible set based on the relative rates, mLpr Lo
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FIG. 1. Excess electron distributions in the neighborhood of a positive point charge, calculated using quantum perturbation method for
(a) three distinct background carriéelectron concentrations of 5 10'%, 1x 10, and 5<10'° cm 2 at temperature of 1000 °C, artH)
three different system temperatures of 800, 900, and 1000 °C with the background (edegon concentration set to #cm™3. As the
carrier concentration increases, the distribution profile drops off more rapidly due to stronger screening. In contrast, the profiles show little
dependence on temperature.

wherel  is the Debye length: equivalent spherically symmetric extrema. We have repeated
the calculations using heavy and light holes with nearly iden-
KeieokaT tical resu_lts. _ _
Lp= - (3) Equation(4) describes the system’s response to a sinu-
e“(n+p) soidal perturbation. A perturbation consisting of a point

) ) _charge has uniform components at all spatial frequencies,
Here,n andp are the background carrier concentrations. Thisang the induced charge distribution can be integratéti'as
solution has a simple analytic form, but divergesraap-

proaches zero, which is physically incorrect and causes prob- . Ksieo . d?»gI
lems with the carrier concentration derivation. To overcome p(r)zef ——1]| expiq-r) 3 (5)
this characteristic of the classical solution, a quantum ap- €(q) (2m)
proach is necessary. . . wheres(ﬁ) is the dielectric function of the system:
In order to solve the problem in a practical way, two as-
sumptions are made. The first assumption regards the system. o2
We assume that the conduction band has a parabolic shape e(q)=ksieo— _2)((&)' (6)

near its minima and conduction electrons are free. The sec-

ond assumption is made on the approach, where we assume

the quantum perturbation method is applicable to this Equation 5 was evaluated numerically and the results are
problem®® Based on these two assumptions, the generalizedlepicted in Fig. 1. Figure(&) shows results for three distinct
susceptibility of the system, characterizing the system’s rebackground carrier concentrationsx80'%, 1x 10", and 5
sponse to an external sinusoidal perturbation, can be calci< 10" cm™2. Clearly, the charge distribution drops off more

lated as a function of spatial frequency of the perturbatfon: rapidly with an increasing background carrier concentration,
indicating a stronger screening effect. Figufe)lshows re-

sults for systems with temperatures of 800, 900, and

* ~
x(q)=— eme f j(Fk) d3k, (4) 1000°C, respectively. As seen, within the process tempera-
mh?) 2k-q+q? ture regime, the charge distribution depends only weakly on
temperature.

where q represents the spatial frequency of the sinusoidal Upon examination of numerical results for different back-
perturbationm? is the effective mass of electrons (083,  ground carrier concentrations and temperatures, we find that
and the factor of 6 accounts for multiple conduction bandthe quantum solution can be accurately modeled by
minima. The background carrier concentration and system

temperature enter as parameters throbfgy), the Fermi- ro r

Dirac distribution function, with the Fermi energy chosen to PU)ZP(O)W exp — |__> @)
match the defined background carrier concentration. Equa- o b

tion (4) characterizes the response of conduction electrongyhere Lp is the classical Debye length by E@), r is a
Had the response of holes been sougijt,must be replaced parameter representing best fitting to the numerical results,
by the hole effective massy;, (0.5Im,) and the factor of 6 and p(0) is determined by the normalization condition. In
changes to 2. Note that the effective masses are based ¢axct, rj is nearly independent of temperature and is only a
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FIG. 2. (a) Excess electron distributions in the neighborhood of a positive point charge from both the classical and quantum solutions for
a system with a background carri@lectron concentration of 18 cm™2 and a temperature of 1000 °C. The classical Debye length in this
case is 2.67 nm. Also plotted is the fitting curve 4B %exp(~r/2.67)x 0.8Ar2+ 0.8, which shows excellent agreement with the
guantum solution over the entire randb) Excess hole distributions in the neighborhood of a negative point charge for thwigpd)
background doping levels at 1000 °C. The fitting curves are plotted using7Eith ry=0.40+0.021 In@/10'® nm andp(0) from the
normalization requirement.

weak function of background carrier concentrations. It cancentrations up to & 10°° cm™3. Beyond this concentration
be represented as 0.69.065 In(/ng) nm for n-type back-  |imit, Friedel oscillation$® characteristic of a metal appear
ground doping and 0.400.021 In@/ny) nm for p-type back-  and Eq.(7) no longer accurately predicts the numerical re-
ground doping, wittny=10" cm 3. sults.

In Fig. 2(@), quantum and classical solutions are com- Given the solution for the charge distribution in the neigh-
pared. The quantum solution deviates strongly from the classorhood of a single point charge, the overall carrier concen-
sical solution at short range(1-2 nm). Most significantly, tration can be approximated by summing contributions from
it gives a finite value at the origin, where the classical solu-all ionized dopant atoms and charged defects, with a positive
tion diverges. The quantum solution parallels the classicaboint charge(e.g., an ionized dondrinducing an electron
solution at long range, but is 15%—-20% higher due to thecloud in its neighborhood and a negative chafgey., an
reduction in compensating charge near the ion. Equdiipn ionized acceptorinducing a hole cloud. The calculation of
shows excellent agreement with the quantum solution ovegarrier distributions over the whole system is an iterative
the entire range. Figure(® shows quantum solutions for process, since the Debye length appearing in(Exis itself
excess hole concentration in the neighborhood of a negative function of local carrier concentratiofgg. (3)]. Initially,
point charge for three different background doping levels,

with fitting curves matching solutions in all cases. All previ- 21
ous calculations are carried out over background carrier COI’I;
(S
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- . . - HHH
0.5 0.52 0.54 0.56 0.58 FIG. 4. Evolution of the standard deviation of the potential dis-
Electrical Potential (eV) tribution vs diffusion distance \Dt) for a doping level of 3

X 10'° cm™ 3. The time constant for homogenization corresponds to
FIG. 3. Histogram over lattice sites ¥210%) of the electrical  a diffusion distance which varies from about 0.7 nm at’xn 3
potential before and after annealing at 1000 °C. Annealing leads tto 1.4 nm at 1&° cm™3. The diffusion distance for homogenization
a narrower potential distribution, indicating effect of dopant-dopantis nearly independent of annealing temperature and is significantly
repulsion on the dopant redistribution. less than the expected junction depths.
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FIG. 5. Standard deviation of electron potential vs concentration@fatonor andb) acceptor doping before and after annealing at 700
or 1000 °C. The distribution is broader for higher doping due to more sharply peaked carrier distribution screening dopants and for higher
temperature due to the stronger role of entropy. However, in all cases, annealing shows a significant narrowing of the potential distribution
attributed to Coulombic interactions between charged dopants. Differences between donor and acceptor doping arises from differences in
conduction and valence band structures.

the carrier concentration is set equal to the dopant concerFechnology Roadmap for Semiconduct@@RS) (Ref. 17],
tration averaged over a broad region. The Debye length iand thus the full effect can be expected to be routinely ob-
then calculated using Eq3) and the carrier concentration served. Figure 5 shows results from simulations on both
recalculated using Ed7). Subsequent iterations use the lo- n-type andp-type systems annealed at 700 and 1000 °C. In
cal carrier concentration to recalculate the Debye lengthall cases, we observed reduced standard deviation of poten-
continuing until the carrier concentrations converge. The eftial distributions after annealing. As would be expected, nar-
fective local electrical potential for use in the KLMC diffu- rower potential distributions are achieved for both lower-
sion simulation is then derived from the carrier concentratemperature anneals and lower-doping-concentration
tions via the Boltzmann equation. systems. Lower temperatures lead to stronger ordering, as
To analyze the effect of Coulombic interactions on dopingCoulombic repulsion is more effective compared to random
fluctuations, dopant atoms are first randomly initialized inhopping. Lower doping levels result in longer Debye lengths
the system. The initial carrier densities and associated potefiEg. (3)], so the potential varies less sharply around each
tial distribution are evaluated at room temperature (27 °C)dopant. Small differences are seen betweetype and
The system is then annealed within the KLMC framework atp-type materials, arising from the differences in density of
an elevated temperature. After annealing, the potential distristates and effective mass. The conduction band having more
bution is reevaluated at 27 °C. During the annealing procesxtrema with larger curvature results in lower values &ér
the carrier and potential distributions are calculated for theoccupied states and thus weaker variations in carrier density.
annealing temperature after each simulation step to reflect The KLMC simulation results reported above assumed
the evolved system configuration with current locations ofthat the dopant-interstitial pairs remained charged. However,
charged defects and/or ionized dopant atoms. Figure 3 confier high doping levels, neutral dopant-interstitial paidep-
pares histograms of the potential distribution within the sysant paired with oppositely charged defectiominate
tem, one for the initial random doping and the other afterdiffusion!® We repeated our simulations assuming neutral
annealing. Notice that the system has a narrower potentigdairs and found that the narrowing of the Fermi leyet
distribution after annealing. We attribute this to dopant-carrier concentration distribution was the same as for
dopant repulsion leading to a more uniform dopant distribu-charged pairgcharged dopant paired with neutral deject
tion (ordering. In confirmation, no narrowing in the poten- but that about 3-5 times more diffusion was required to
tial distribution is observed if the effect of the potential on order the dopant distribution. This suggests that the system
dopant diffusion is neglected. may be reaching an equilibrium ordering at the simulation
The extent of potential variations within the system cantemperature.
be characterized in terms of its standard deviation. Figure 4 In conclusion, we use a quantum perturbation calculation
depicts the evolution of this characteristic as a function ofwithin the effective mass approximation to determine the
diffusion distance for a system under annealing. The diffu-carrier distribution in the neighborhood of a point charge in
sion distance required to achieve homogenization in the syssilicon. The resulting distribution is effectively modeled by a
tem varies from 1.4 nm to 0.7 nm over doping concentrationsimple analytical expression which can be expected to find
from 10° to 17° cm 3. These values are all significantly application in future nanoscale process and device simula-
less than the expected junction depths of future deJi¢e$  tions. KLMC simulations based on this model have shown
nm for the 22 nm technology node based on the Internationghat Coulombic interactions between like dopants causes or-

245201-4



ATOMISTIC SIMULATIONS OF THE EFFECT @& . .. PHYSICAL REVIEW B 68, 245201 (2003

dering during annealing, resulting in a more uniform electri-reduceV,,, variations, since the thermal budget required for
cal potential distribution within the active region comparedordering is small compared to projected junction depths.

to the standard approach with random dopant placement.

This leads to smaller variations in the threshold voltage, en- This work was supported by the Semiconductor Research
abling further device scaling. Since lower temperatures giveCooperation. Many of the calculations were conducted using
stronger ordering, low- annealing may be used to further a computing cluster donated by Intel.
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